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ASCR - Computer Science Highlight

Objectives Impact

= Improve programmer productivity for building sophisticated * Influenced Fortran 2008 standard (adopted

parallel Fortran applications Oct 2010)
= With LBNL, fixed scaling of GASNet

communication library on supercomputers

. n = |mproved Fortran support in ROSE
= Demonstrate value for mission-critical DOE codes compiler infrastructure

= Achieve high performance and scalability on leadership
computing platforms

Productivity = Performance / SLOC
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